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Abstract

In unsupervised grammar induction, data like-
lihood is known to be only weakly cor-
related with parsing accuracy, especially at
convergence after multiple runs. In order
to find a better indicator for quality of in-
duced grammars, this paper correlates sev-
eral linguistically- and psycholinguistically-
motivated predictors to parsing accuracy on
a large multilingual grammar induction eval-
uation data set. Results show that variance
of average surprisal (VAS) better correlates
with parsing accuracy than data likelihood,
and that using VAS instead of data likelihood
for model selection provides a significant ac-
curacy boost. Further evidence shows VAS
to be a better candidate than data likelihood
for predicting word order typology classifica-
tion. Analyses show that VAS seems to sepa-
rate content words from function words in nat-
ural language grammars, and to better arrange
words with different frequencies into separate
classes that are more consistent with linguistic
theory.

1 Introduction

Unsupervised grammar induction models learn
to produce hierarchical structures for strings of
words. Previous work (Seginer, 2007; Ponvert
et al., 2011; Shain et al., 2016; Jin et al., 2018b)
show that using data likelihood as both the objec-
tive for optimization and the criterion for model
selection, either implicitly (in the case of Bayesian
models) or explicitly (in the case of EM), gives
good results on grammar induction. However, it is
also known that data likelihood is only weakly cor-
related with parsing accuracy, especially at con-
vergence (Smith, 2006; Johnson et al., 2007; Jin
et al., 2018a). This weak correlation points to the
fact that the maximization of data likelihood at
convergence may be non-optimal for model selec-
tion, and this non-optimality indicates other con-

straints on learning may be at work in human ac-
quisition. In this work, several linguistically- and
psycholinguistically-motivated constraints related
to syntax are explored as predictors of parsing ac-
curacy for grammars learned by unsupervised in-
duction (Jin et al., 2018a). Results show that vari-
ance of average surprisal (VAS) is better corre-
lated with parsing accuracy of induced grammars
than data likelihood. Using VAS for model se-
lection at convergence also produces significantly
higher parsing accuracy. Further evidence shows
VAS to be a better candidate than data likelihood
for predicting word order typology classification.
Analyses show that VAS seems to separate content
words from function words in natural language
grammars, and seems to better arrange words with
different frequencies into separate classes that are
more consistent with linguistic theory.

2 Related work

Induction of PCFGs has previously been consid-
ered a difficult problem (Carroll and Charniak,
1992; Johnson et al., 2007; Liang et al., 2009; Tu,
2012). Earlier work attributed the lack of success
for induction to a lack of correlation between pars-
ing accuracy and data likelihood (Johnson et al.,
2007), or to the likelihood function or the pos-
terior being filled with weak local optima (Liang
et al., 2009; Gimpel and Smith, 2012). Later work
has shown that it is possible to induce PCFGs
with useful labels from words alone (Shain et al.,
2016; Jin et al., 2018b,a). Induction models of
constituency grammars or trees usually use data
likelihood as both the objective and the model se-
lection criterion (Seginer, 2007; Johnson et al.,
2007; Ponvert et al., 2011; Shen et al., 2018), but
the weak correlation between data likelihood and
parsing accuracy hints at the non-optimality of this
practice (Smith, 2006; Headden et al., 2009; Jin



et al., 2018a).
On the other hand, many linguistic and psy-

cholinguistic theories propose constraints either
as properties of natural language grammar or as
constraints on human processing and acquisition.
Chomsky (1965) proposes that grammars should
favor fewer rules, which may be trimmed by the
generalizability of the rules (Yang, 2017). Dryer
(1992) argues that grammars with certain con-
stituent ordering should produce trees with con-
sistent branching tendencies, which is in contrast
to theories that attribute constituent ordering to
processing (Hawkins, 1994; Gibson, 1998). Ra-
jkumar et al. (2016) and Jin et al. (2018b) show
that grammars should generally control the max-
imal allowed stack depth. Yang (2013) observes
that rules in a natural language grammar follow
Zipf’s law, just like words. Grammars may also
contribute to the observation that the likelihood of
each sentence tends to decrease as a monologue
goes on (Keller, 2004; Levy and Jaeger, 2007).

3 Predictors

Motivated by these constraints, six accuracy pre-
dictors — data likelihood, right-branching score,
rule complexity, average stack depth, Zipf likeli-
hood ratio and variance of average surprisal — are
evaluated as predictors of parsing accuracy over
grammars from multiple runs of a PCFG inducer
(Jin et al., 2018a). Variance of average surprisal,
Zipf likelihood ratio and data likelihood are de-
fined on the PCFG itself, and the other three are
defined on Viterbi parses produced by the PCFG
on the corpus.

Data likelihood
One of the most common induction and model se-
lection criteria is data likelihood. Data likelihood
(LL) refers to the marginal likelihood of a corpus
given a PCFG, marginalizing out all trees:

LL = P(σ; G) =
∑
τ∈T

P(σ, τ; G), (1)

where σ is a corpus and T is all possible parse
trees generated by a grammar G forσ. As it is usu-
ally the optimization objective, likelihood should
be positively correlated with parsing accuracy at
convergence.

Right-branching score
Branching Direction Theory (Dryer, 1992) ex-
plains different patterns of word order among lan-
guages. It distinguishes ‘verb patterners,’ which

are non-phrasal lexical categories, from ‘object
patterners,’ which are phrasal categories. It
predicts that VO languages tend towards right-
branching structures and OV languages tend to-
wards left-branching structures. Let |cright → a b|
be the number of right children of a parent expand-
ing into two non-terminal categories in all parse
trees, and |c∗ → a b| be the total number of nodes
that expand into two non-terminal categories, then

RBS =
|cright → a b|
|c∗ → a b|

(2)

is the right branching score of the parse trees.
A purely right-branching set of binary-branching
trees yields an RBS of 1.0, and a purely left-
branching set of binary-branching trees yields an
RBS of 0.0. Previous work shows that right-
branching baselines are accurate for a few lan-
guages (Seginer, 2007). BDT predicts that dif-
ferent word orders favor different branching direc-
tions.

Rule complexity
One of the evaluation metrics used in the gener-
ative linguistics tradition is the complexity of a
grammar (Chomsky, 1965). Often the number of
rules is used as a proxy measurement of how com-
plex a proposed grammatical analysis is against
some other reference grammatical analysis. Ac-
cording to this theory, fewer unique rules present
in the Viterbi parses would indicate higher gram-
mar quality.

Average stack depth
Embedding depth is a known limiting factor to hu-
man sentence processing (Chomsky and Miller,
1963; Wu, 2010; Rajkumar et al., 2016), and is
shown to benefit unsupervised grammar induction
(Noji and Johnson, 2016; Jin et al., 2018b). It is
also evaluated in this work as a predictor of pars-
ing accuracy, defined as the expected number of
stack elements per sentence in a left-corner parser
for the Viterbi parses. Theories such as that of
Chomsky and Miller (1963) predict it to correlate
negatively with parsing accuracy.

Zipf likelihood ratio
The distribution of words in a corpus is known to
follow Zipf’s law (Zipf, 1935), in which the fre-
quency of a word is inversely proportional to its
frequency rank. Counts of syntactic rules in an-
notated corpora also follow this law (Yang, 2013).



Motivated by this observation, experiments in this
work also evaluate expected counts of all possible
rules, and compute the ratio (Zipf R) between the
likelihood that the rules are generated by a power
law model and the likelihood that they are gener-
ated by a lognormal model of which the mean µ

must be positive (Clauset et al., 2009). The higher
the ratio, the better fit the power law model pro-
vides to the rule counts. Zipfian observations pre-
dict this ratio should be positively correlated with
parsing accuracy.

Variance of average surprisal
Finally, languages may have other interesting
properties that are not identified by maximizing
the likelihood of the corpus. For example, lan-
guages often distinguish function words from con-
tent words and assign them distinct categories.
If grammars assign very small sets of high fre-
quency words to a few function-word-like cate-
gories, this will increase the difference in likeli-
hood between sentences consisting of mostly these
function words and sentences with more modifiers
and other content words. The magnitude of this
difference can be measured using variance of av-
erage sentential surprisal (VAS):

VAS =
1
N

N∑
i=1

 log P(σi)
|σi|

−
1
N

N∑
j=1

log P(σ j)
|σ j|


2

(3)

where N is the number of sentences in the corpus,
and σi is the i-th sentence. Because sentences in
larger corpora contain different numbers of func-
tion words, VAS is predicted to be high when the
distinction between predicted function words and
predicted content words in the induced grammar
aligns with human judgments, indicating that VAS
should be positively correlated with parsing accu-
racy.

4 Dataset

The grammar accuracy predictors described above
are evaluated on multiple languages using corpora
annotated with constituents (Xia et al., 2000; Mar-
cus et al., 1993; Alastair et al., 2018) and corpora
annotated with dependencies (Nivre et al., 2016)
which are converted to constituents (Collins et al.,
1999). An example is shown in Figure 1. These
evaluations use corpora with at least 2,000 anno-
tated sentences, excluding all sentences with non-
projective dependency graphs.

Each induction run uses approximately 15,000
sentences randomly sampled from each language
corpus. Languages with fewer than 15,000 an-
notated sentences are augmented with sentences
sampled from Wikipedia (Zeman et al., 2017).

Evaluations initially screen predictors on a de-
velopment partition consisting of 12 languages
from 12 language subgroups covering language
families including Indo-European, Uralic, Korean,
Turkic, Sino-Tibetan and Afro-Asiatic. Signifi-
cance tests use a separate test partition consisting
of 25 languages1 which are different from the de-
velopment partition, covering additional Japanese,
Austronesian and Austro-Asiatic language fami-
lies.

5 Model

These evaluations use the Bayesian PCFG induc-
tion model from Jin et al. (2018a),2 the objective
function of which can be considered to be data
likelihood.3 However, the results for model selec-
tion reported in this paper are endemic neither to
PCFG induction nor to the objective function used
in induction. These experiments can be done with
PCFGs randomly sampled from any distribution,
but the fact that maximizing data likelihood as the
objective can give better models than arbitrary ran-
dom models ensures that evaluations are tractable
and meaningful.

This model defines a Chomsky normal form
(CNF) PCFG as a matrix G of binary rule prob-
abilities which is first drawn from the Dirichlet
prior with a concentration parameter β:

G ∼ Dirichlet(β) (4)

Trees for sentences 1..N are then generated by
drawing from a PCFG:

τ1..N ∼ PCFG(G) (5)

Specifically, each tree τ is a set
{τε , τ1, τ2, τ11, τ12, τ21, ...} of category node
labels τη where η ∈ {1, 2}∗ defines a path of
left or right branches from the root to that node.
Category labels for every pair of left and right
children τη1, τη2 are drawn from a multinomial

1Portuguese in the test partition refers to Brazilian Por-
tuguese. Nynorsk and Bokmål are two varieties of Norwe-
gian.

2https://github.com/lifengjin/dimi_emnlp18.
3Bayesian models usually have no objective function, but

in inference the parameters will drift towards one of the
modes, which may appear to be optimized for data likelihood.



In Danish , the word may even apply to shallow lagoons .
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(a) The dependency graph for the example sentence from the English Universal Dependency Treebank.
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(b) The constituency tree converted from the dependency graph. Only the constituents where there is a single incoming depen-
dency relation are kept. The three created constituents correspond to two PPs and one NP. They are labeled with X.

Figure 1: Examples of a dependency graph and the converted constituent tree for the sentence In Danish, the word
may even apply to shallow lagoons.

distribution defined by the grammar G and the
category of the parent τη:

τη1, τη2 ∼ Multinomial(δτη
>G) (6)

where δx is a Kronecker delta function equal to
1 at value x and 0 elsewhere, and terminals have
null expansions PG(a b | w) = PG(a b | ⊥) =

~a, b=⊥,⊥� for w ∈ W.4

In inference, the conditional posteriors are cal-
culated with a chart sampler (Johnson et al., 2007),
and Gibbs sampling is used to draw samples of
grammars and parse trees from the true posteriors.
For example, at iteration t of Gibbs sampling:

Gt ∼ P(Gt | τt−1
1..N , στt−1

1..N
, β) (7)

τt
1...N ∼ P(τt

1..N | G
t, στt

1..N
) (8)

where στ denotes the terminals in τ.
The inference procedure naturally produces

sampled parses of a sentence, and the Viterbi parse
of a sentence given an induced PCFG can be ob-
tained by running the Viterbi algorithm with the
grammar on the sentence.

6 Experiments

An exploratory evaluation on the 12-language de-
velopment partition described in Section 4 mea-
sures the effectiveness of the proposed predictors

4Here, ~· · ·� is an indicator function.

in order to narrow the number of possible candi-
dates prior to significance testing. A confirmatory
evaluation on the 25-language test partition with
significance testing is performed with the predic-
tors that are found to be effective in the exploratory
evaluation. Following Jin et al. (2018a), the con-
centration parameter of the Dirichlet priors is set
to 0.2 for all languages. The number of syntactic
categories C is set to 30 to allow the model to ex-
plore more complex syntactic structures. 30 ran-
dom seeds are used for initialization of the model
parameters, creating 30 runs for each language.
The embedding depth of the induced grammars
is not bounded in any run. All runs are stopped
at iteration 700 which has been observed to have
stable likelihood for at least 200 iterations (Jin
et al., 2018a). A sampled grammar and Viterbi
parse from the end of each run are used for predic-
tor value calculation. Recall is used as the pars-
ing accuracy metric for recovery of attested con-
stituents.

7 Results

7.1 Development results

Correlation study
Columns two through seven in Table 1 show
the correlation coefficients (Pearson’s ρ) between
all the proposed predictors and the recall of the
Viterbi parses of the development partition. Coef-
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Figure 2: Recall difference between the run with the
highest VAS and the highest likelihood as well as the
difference between the average recall of the runs with
the top 5 highest VAS and the top 5 highest likelihood
on the development partition. Blue indicates that recall
of the highest VAS runs is higher, and red indicates it
is lower than the highest likelihood runs.

ficients higher than 0.45 or lower than –0.45 are
considered substantially predictive and reported
in the table. Coefficients are averaged across re-
ported languages.

Variance of average surprisal (VAS) has the
highest correlation coefficients among all the pre-
dictors with the highest average correlation coeffi-
cient of 0.627. Data likelihood (LL), which is the
most common metric for optimization and model
selection in grammar induction, is the second best
predictor. It also has a high average correlation
coefficient of 0.588.5

Right-branching score also is substantially pre-
dictive of recall, but two of the languages have a
negative coefficient, making it difficult to use as
a model selection criterion without prior knowl-
edge about the branching tendency of a language.
Rule complexity, average stack depth as well as
Zipf likelihood ratio all show up as predictive, but
the signs of the coefficients are similarly inconsis-
tent. Also, the signs of rule complexity are mostly
positive, indicating that grammars should maintain
a certain minimum level of complexity.

Parsing accuracy and model selection
The rightmost columns in Table 1 show parsing
results on the development partition. The oracle
recall is the highest recall obtained with 30 runs
and the baseline reports whichever one of the left-
branching baseline or the right-branching baseline

5Correlation coefficients using Kendall’s τ are similar: on
the development partition, the average τ is 0.27 for likelihood
and 0.33 for VAS. On the test partition the average τ is 0.07
for likelihood and 0.24 for VAS.
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Figure 3: Recall difference between the run with the
highest VAS and the highest likelihood as well as the
difference between the average recall of the runs with
the top 5 highest VAS and the top 5 highest likelihood
on the test languages. Blue indicates that recall of the
highest VAS runs is higher, and red indicates it is lower,
than the highest likelihood runs.

has the highest recall, marked by L or R.
The VAS and LL columns in Table 1 show the

parsing accuracy of the runs chosen by VAS and
likelihood and Figure 2 shows the difference in re-
call. Positive difference shows that the run chosen
with VAS is more accurate, and negative differ-
ence shows that LL is more accurate. Using VAS
as the model selection criterion provides on aver-
age 3.19 points of recall gain. Recall gain from
Nynorsk seems to be a fairly large outlier, but the
positive gains from other languages are also larger
than the negative gains. Figure 2 also shows the
difference of average recall between the runs with
the top 5 highest VAS and likelihood. There are
still larger positive differences than negative dif-
ferences, suggesting that VAS more strongly cor-
relates with recall.

7.2 Test results

Parsing accuracy and model selection
In order to reduce the need for multiple trials cor-
rection, evaluations on the test partition only ex-
amine surprisal variance and data likelihood.

The VAS and LL columns in Table 2 show the
parsing accuracy of the runs chosen by VAS and
likelihood on the test partition, and Figure 3 shows



Language Correlation coefficients Recall
Zipf R Stack depth RBS Rule comp LL VAS Baseline LL VAS Oracle

Arabic - - 0.604 - 0.499 0.559 43.94 R 50.84 51.39 57.35
Bulgarian –0.807 - - - - 0.722 55.28 R 70.65 70.46 70.65
Catalan –0.772 - 0.603 - 0.608 0.770 41.13 R 63.09 63.20 63.48
Chinese - - - - - 0.532 29.19 R 42.39 39.88 42.39
Czech - - - –0.517 0.605 0.503 50.26 R 55.63 62.88 62.88
English - –0.540 0.554 0.549 0.689 0.673 44.74 R 62.50 61.11 65.57
Finnish 0.491 –0.700 0.854 - - - 52.13 R 46.27 51.16 54.16
Hindi - - - - 0.539 - 30.12 L 38.23 45.10 54.27
Korean –0.545 0.868 –0.783 0.915 - - 40.38 R 24.74 21.15 29.78
Nynorsk - - 0.576 - - 0.677 55.40 R 41.46 68.10 68.20
Spanish - - - - - 0.583 46.35 R 53.83 53.83 65.94
Turkish –0.593 0.785 –0.954 0.512 - - 45.54 L 33.94 33.61 47.02

Average –0.445 0.103 0.207 0.365 0.588 0.627 44.54 48.63 51.82 56.81

Table 1: Correlation coefficients (Pearson’s ρ) between recall at convergence and the proposed predictors on the
languages in the development partition as well as recall from baselines and runs chosen with various model se-
lection methods. Coefficients that are higher than 0.45 or lower than –0.45 are reported in table. Coefficients are
averaged across reported languages. For recall, baseline shows recall from whichever one in left-branching base-
line and right-branching baseline produces a higher recall. The direction of branching is marked by L or R. Oracle
recall is from the oracle best run, and LL and VAS show recall from the run with the highest LL and highest VAS.
The best run among the baseline, LL and VAS is boldfaced.

Language Baseline LL VAS Oracle

Basque 42.21 L 41.02 53.31 59.92
Bokmål 57.75 R 58.94 69.28 70.52
Croatian 47.43 R 50.97 60.04 60.04
Danish 55.30 R 58.91 69.84 69.84
Dutch 49.35 R 46.55 68.73 68.73
Estonian 48.08 R 56.91 56.71 56.91
French 42.22 R 47.25 60.75 63.09
Greek 49.62 R 60.87 56.41 64.66
Hebrew 43.52 R 60.88 60.88 65.20
Indonesian 50.37 R 50.90 57.27 57.27
Italian 52.98 R 38.39 68.91 70.61
Japanese 40.13 L 21.01 44.04 46.80
Latvian 51.67 R 58.86 47.67 58.86
Persian 24.40 R 38.50 38.50 42.22
Polish 70.33 R 76.76 73.89 78.27
Portuguese 45.32 R 51.41 64.00 65.31
Romanian 47.61 R 61.48 61.48 61.48
Russian 50.45 R 61.78 59.62 61.78
Slovak 64.83 R 72.49 72.49 72.78
Slovenian 54.54 R 67.23 36.02 69.35
Swedish 53.77 R 60.25 68.92 68.92
Ukrainian 51.88 R 60.32 45.19 60.32
Urdu 29.62 L 31.33 34.11 42.65
Uyghur 45.77 L 35.55 29.41 48.88
Vietnamese 55.41 R 43.55 59.74 59.74

Average 48.98 52.66 56.69 61.77

Table 2: Parsing accuracy for languages in the test par-
tition. See the caption of Table 1 for the description of
the columns.

the difference in recall for top 1 and top 5 runs.
The patterns are similar to the ones on the devel-
opment set. Using VAS as the model selection cri-
terion with the top 1 runs provides on average 4.03
points of recall gain.

Table 3 shows correlation coefficients for LL
and VAS on languages in the test partition. Again
the observed pattern is similar, if not more ex-
treme, to what is seen on the development par-
tition. The magnitude of the coefficients is con-
sistent with findings in the development partition.
Except for Basque, the sign for VAS-recall corre-
lation is consistently positive, confirming that it is
reliable to use VAS for model selection.

Confirmatory significance testing is performed
on two sets of 25,000 randomly sampled parses
from the runs with highest likelihood and highest
VAS on all test languages. The parses are ran-
domly permuted between the two sets, and the dif-
ference in recall between the two sets is measured.
This permutation test shows that the average 4.03
recall gain in Table 2 is highly unlikely to be due to
chance (p < 0.0001), showing that VAS produces
significantly more accurate grammars in model se-
lection than using likelihood.

7.3 Word-order typology prediction

If VAS is much more highly correlated to parsing
accuracy than previous predictors, it is possible to
use it as an unsupervised proxy to parsing accu-
racy. Branching Decision Theory (Dryer, 1992)
predicts that VO languages favor right-branching
structures and OV languages favor left-branching
structures. This prediction can be evaluated by
correlating VAS and RBS, and using the sign of
the correlation coefficient as the word-order pre-



Lang. LL VAS Lang. LL VAS

Basque - –0.578 Latvian - -
Bokmål - 0.603 Persian - 0.462
Croatian - 0.615 Polish - -
Danish - 0.551 Portuguese - 0.484
Dutch - 0.740 Romanian - 0.644
Estonian 0.698 0.686 Russian - 0.682
French - 0.715 Slovak - 0.522
Greek - 0.452 Slovenian - -
Hebrew 0.600 0.667 Swedish - 0.803
Indonesian - - Ukrainian - -
Italian - 0.481 Urdu - -
Japanese - 0.627 Uyghur - -
Vietnamese –0.458 -

Average 0.280 0.539

Table 3: Correlation coefficients between recall at con-
vergence and the proposed predictors on the test parti-
tion. See the caption of Table 1 for the description of
the columns.

diction. This tests if grammars following the
branching tendency predicted by the theory should
have higher parsing accuracy. Table 4 shows re-
sults for the VAS-RBS correlation reported along
with a few baselines, including a uniform baseline,
a majority baseline (where there is oracle knowl-
edge about the data set that the majority of lan-
guages is VO), the LL-RBS correlation baseline
(where data likelihood is used as the proxy for
recall), as well as the recall-RBS oracle perfor-
mance.

There are 29 VO languages and 7 OV languages
in the data set (Dryer, 2011).6 Macro F1 is re-
ported for all systems here as the population distri-
bution of OV and VO languages in the world is al-
most uniform (Dryer, 1992). First, as predicted by
BDT, using signs of the correlation between recall
and right-branching score yields the best macro
F1 score. Second, using VAS as a proxy of re-
call yields a much higher F score than all the other
baselines, including likelihood. In fact, likelihood
performs the worst of all the baselines. This re-
sult shows again that the correlation between VAS
and parsing accuracy is stronger than likelihood
at convergence, and this tighter correlation can be
useful in other unsupervised tasks.

8 Discussion

Positive effects for predictors other than data like-
lihood suggest that natural language grammars are
not optimally learned to explain sentence forms,
but may additionally reflect biological constraints

6Dutch has no dominant VO-OV order.

Model Gold VO Gold OV Macro-f
Right Wrong Right Wrong

Uniform 14.5 14.5 3.5 3.5 44.5
Majority 29 0 0 7 44.8
LL 11 18 5 2 42.9
VAS 19 10 7 0 69.2

Recall 27 2 6 1 87.4

Table 4: The macro-F1 scores for the task of predicting
the word order of a language.

on grammar learning. In particular, the success of
VAS may point to a bias toward a function/content
distinction in natural language grammars, with
common words more likely to form distinctive
categories in human learners than co-occurrence
statistics would suggest. This bias would pro-
duce the observed result that sentences containing
more function words have higher per-word prob-
abilities than sentences containing more content
words and the existence of such a distinction may
give rise to higher surprisal variance. In contrast,
a lack of such bias would allow common words
to mix with rare words, yielding more uniform
probabilities and low surprisal variance, contrary
to observations of conditions under which recall
is maximized. The fact that simple maximization
of data likelihood appears to favor the more uni-
form response suggests it is not a sufficient model
of grammar learning.

We first evaluate this hypothesis by examin-
ing the ratio between content and function words
across sentences to determine whether this ratio is
constant in a language. We use the Wall Street
Journal portion of the Penn Treebank as the tar-
get corpus,7 and calculate the ratio of function to
content words in all sentences, and examine the
density of the ratio in terms of sentence count and
its relationship with sentence length. The left fig-
ure in Figure 4 shows the relation between the
function-content word ratio and sentence count.
The function-content word ratio has a mode at
around 0.7, but the count pass is also widely dis-
tributed mostly within the range between 0 and 1.
This shows that the ratio between content and
function words in a language does not appear to
be constant. The right figure in Figure 4 shows the
relationship between the function-content word ra-

7We consider words with part-of-speech tags like CC, DT,
IN, MD, PDT, RP, TO, PRP, PRP$, WDT, WP, WP$, WRB
and UH as function words, and words with POS tags like JJ,
JJR, JJS, NN, NNS, NNP, NNPS, RB, RBR, RBS, VB, VBD,
VBG, VBN, VBP, VBZ and FW as content words.
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Figure 4: Left: the relationship between sentence count and the ratio between content and function words. Right:
the relationship between sentence length and the ratio in the Wall Street Journal part of the Penn Treebank.
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Figure 5: Left: Ratio of number of high joint probabil-
ity words in the grammars from runs with highest VAS
vs. the highest likelihood. Right: Ratio of number of
high joint probability words in the grammars from runs
with highest VAS vs. the lowest VAS.

tio to sentence length. The ratio seems to converge
to 0.7 as the sentence gets longer, but the majority
of the sentences in the corpus are below 50 words,
and the spread of function-content word ratio for
sentences with shorter lengths is also very wide.

In many languages, the words with highest fre-
quencies are usually closed class words, such as
prepositions and determiners, and these words typ-
ically split away from other major classes and
form their own classes, raising their probabilities.
Low frequency words, on the other hand, tend to
move from smaller classes into larger classes, and
thus lower their probabilities. It is known that low
frequency words, especially hapax legomena, are
usually open class words like nouns or adjectives.
To reassign these words into larger classes may
help them find a natural home where the majority
is of the same class as the rare words. This strat-
egy helps better assign words to syntactic classes,
which in turn helps create syntactic rules which
better align with human annotations.

The claim that VAS promotes a distinction be-
tween function and content words can be evalu-
ated by comparing joint probabilities of the most
frequent words in each language and their most
common class in grammars from runs with high-

est VAS, lowest VAS and highest likelihood. In
each case, if the most frequent words have higher
probabilities in the high VAS run, this may sug-
gest VAS is correlated with function-content dis-
tinctions. Figure 5 shows the top 50 most fre-
quent words in 6 different languages with substan-
tial correlations between VAS and recall.

The left figure shows the fraction of words in
the run with the highest VAS that have joint prob-
abilities of words and their generating categories
higher than in the run with the highest likelihood
(i.e. words that have higher probabilities in VAS-
selected grammars than likelihood-selected gram-
mars). The right figure shows the fraction of words
in the run with the highest VAS that have joint
probabilities higher than in the run with the lowest
VAS (i.e. words that have higher probabilities in
VAS-selected grammars than in VAS-dispreferred
grammars). For all six languages, the ratio of
words with higher joint probability is larger than 1,
meaning that frequent words in the run with the
highest VAS are assigned to classes with higher
joint probabilities than words in the run with the
highest likelihood or the run with the lowest VAS,
consistent with the hypothesis that VAS promotes
a distinction between function and content words.
Probabilities for some example words are shown
in Figure 6.

A different explanation may be considered that
information content in a sentence is higher when
the sentence is longer (Keller, 2004), and when
VAS is maximized, grammars that produce uni-
form information content across different sentence
length are disfavored. For example, punctuation
contributes more to the likelihood of short sen-
tences than to long sentences. Assigning high
probabilities to punctuation may create the result
of sentence likelihood co-varying with sentence
length. For a grammar to conform to this rule may
help it produce structures more in line with hu-
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Figure 6: Example high frequency words from the
highest VAS, the highest likelihood and the lowest VAS
runs in English and French.
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Figure 7: The distribution of VAS values across sen-
tences of different lengths in the highest VAS run and
the lowest VAS run for English. The correlations be-
tween VAS and sentence length in both runs are in-
significant.

man annotations in the data set. Figure 7 shows
the distribution of VAS plotted against sentence
length. The regression lines for both the high-
est VAS and lowest VAS cases show a flat slope
indicating the correlation between VAS and sen-
tence length is not substantial, which is supported
by correlation testing with Kendall’s τ test be-
tween sentence length and VAS in the high VAS
run (τ = −0.01, p = 0.41) and in the low VAS
run (τ = −0.02, p = 0.28). This shows that the
effectiveness of VAS cannot be explained by the
hypothesis that it guides the grammar to generate
syntactic structures by shaping the sentential in-
formation content to co-vary with sentence length.

9 Conclusion

This work explores the non-optimality of data
likelihood for model selection in unsupervised
grammar induction. Experiments with several
linguistically- and psycholinguistically-motivated
predictors on a large multilingual data set show
that variance of average surprisal (VAS) is highly
predictive of parsing performance. Using it as

the criterion for model selection outperforms data
likelihood significantly. Further evidence shows
VAS to be a better candidate than data likeli-
hood for predicting word-order typology. Anal-
yses show that VAS seems to separate content
words from function words in natural language
grammars and better arrange words with differ-
ent frequencies into different classes that are more
consistent with these linguistic distinctions.
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